
Non-‐equilibrium	  Chemistry	  with	  
the	  FLASH	  Code	  

Kyujin	  Kwak	  
Ulsan	  Na?onal	  Ins?tute	  of	  Science	  and	  

Technology	  (UNIST)	  
KNAG	  mee?ng	  	  

May	  29,	  2015	  @KASI	  



Non-‐Equilibrium	  Ioniza?on	  Calcula?on	  
with	  FLASH	  

236 CHAPTER 16. LOCAL SOURCE TERMS

Finally, nuclear reaction rate screening e↵ects as formulated by Wallace et al. (1982) and decreases in
the energy generation rate ✏̇nuc due to neutrino losses as given by Itoh et al. (1996) are included in FLASH.

16.1.5 Temperature-based timestep limiting

When using explicit hydrodynamics methods, a timestep limiter must be used to ensure the stability of
the numerical solution. The standard CFL limiter is always used when an explicit hydrodynamics unit is
included in FLASH. This constraint does not allow any information to travel more than one computational
cell per timestep. When coupling burning with the hydrodynamics, the CFL timestep may be so large
compared to the burning timescales that the nuclear energy release in a cell may exceed the existing internal
energy in that cell. When this happens, the two operations (hydrodynamics and nuclear burning) become
decoupled.

To limit the timestep when burning is performed, an additional constraint is imposed. The limiter tries
to force the energy generation from burning to be smaller than the internal energy in a cell. The runtime
parameter enucDtFactor controls this ratio. The timestep limiter is calculated as

�tburn = enucDtFactor · Eint

Enuc
(16.20)

where Enuc is the nuclear energy, expressed as energy per volume per time, and Eint is the internal energy
per volume. For good coupling between the hydrodynamics and burning, enucDtFactor should be < 1. The
default value is kept artificially high so that in most simulations the time limiting due to burning is turned
o↵. Care must be exercised in the use of this routine.

16.2 Ionization Unit

The analysis of UV and X-ray observations, and in particular of spectral lines, is a powerful diagnostic tool
of the physical conditions in astrophysical plasmas (e.g., the outer layers of the solar atmosphere, supernova
remnants, etc.). Since deviation from equilibrium ionization may have a non-negligible e↵ect on the UV and
X-ray lines, it is crucial to take into account these e↵ects in the modeling of plasmas and in the interpretation
of the relevant observations.

In light of the above observations, FLASH contains the unit physics/sourceTerms/Ionize/Ionize-
Main/Nei, which is capable of computing the density of each ion species of a given element taking into
account non-equilibrium ionization (NEI). This is accomplished by solving a system of equations consisting
of the fluid equations of the whole plasma and the continuity equations of the ionization species of the
elements considered. The densities of the twelve most abundant elements in astrophysical material (He, C,
N, O, Ne, Mg, Si, S, Ar, Ca, Fe, and Ni) plus fully ionized hydrogen and electrons can be computed by this
unit.

The Euler equations plus the set of advection equations for all the ion species take the following form
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where ⇢ is the fluid density, t is the time, v is the fluid velocity, P is the pressure, E is the sum of the internal
energy and kinetic energy per unit mass, g is the acceleration due to gravity, nZ

i is the number density of
the ion i of the element Z, Nspec is the total number of species, and
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where Ne is the electron number density, ↵Z
i ⌘ ↵(Ne, T ) are the collisional and dielectronic recombination

coe�cients, and SZ
i ⌘ S(Ne, T ) are the collisional ionization coe�cients of Summers(1974).
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ABSTRACT

We use high-resolution three-dimensional adaptive mesh refinement simulations to investigate the interaction of
high-redshift galaxy outflows with low-mass virialized clouds of primordial composition. While atomic cooling
allows star formation in objects with virial temperatures above 104 K, “minihalos” below this threshold are
generally unable to form stars by themselves. However, these objects are highly susceptible to triggered star
formation, induced by outflows from neighboring high-redshift starburst galaxies. Here, we conduct a study of
these interactions, focusing on cooling through non-equilibrium molecular hydrogen (H2) and hydrogen deuteride
(HD) formation. Tracking the non-equilibrium chemistry and cooling of 14 species and including the presence
of a dissociating background, we show that shock interactions can transform minihalos into extremely compact
clusters of coeval stars. Furthermore, these clusters are all less than ≈106 M⊙, and they are ejected from their
parent dark matter halos: properties that are remarkably similar to those of the old population of globular clusters.

Key words: astrochemistry – galaxies: formation – galaxies: high-redshift – galaxies: star clusters: general –
globular clusters: general – shock waves

Online-only material: color figures

1. INTRODUCTION

A generic prediction of the cold dark matter (CDM) model is
a large high-redshift population of gravitationally bound clouds
that are unable to form stars. Because atomic H and He line
cooling is only effective at temperatures above 104 K, clouds of
gas and dark matter with virial temperatures below this threshold
must radiate energy through dust and molecular line emission.
While the levels of H2 left over from recombination are sufficient
to cool gas in the earliest structures (e.g., Abel et al. 2002;
Bromm et al. 2002), the resulting 11.20–13.6 eV background
emission from the stars in these objects (e.g., Haiman et al. 1997;
Ciardi et al. 2000; Sokasian et al. 2004; O’Shea & Norman
2007) is likely to have quickly dissociated these trace levels
of primordial molecules (Galli & Palla 1998). And although
an early X-ray background could have provided enough free
electrons to promote H2 formation, the relative strength between
these two backgrounds is uncertain, and it is unlikely that the
background was strong enough to balance ultraviolet (UV)
photodissociation. Even if there were some trace amount of
H2 in these clouds, it is likely to be in such a small abundance
as to not impact their structure (Whalen et al. 2008a; Ahn et al.
2009).

The result is a large number of dark matter halos that
were massive enough to overcome the thermal pressure of the
primordial intergalactic medium and retain their gas, but not
massive enough to excite the radiative transitions necessary
to cool this gas into stars. These “minihalos,” whose virial
temperatures were Tvir ! 104 K and whose total masses were
between 104 and 107.5 M⊙ would have remained sterile until
some outside force either disrupted them, or more interestingly,
disturbed them so as to catalyze coolant formation. In fact, two
possible coolant formation methods have been considered in
detail in the literature: ionization fronts and shock fronts.

In the case of ionization fronts, such as would occur during
the epoch of reionization, high-energy photons emitted from
galaxies or quasars interact with the neutral atomic minihalo

gas. Bond et al. (1988) originally discussed how the resulting
photoionization would expel the gas contained in a minihalo
by suddenly heating it to T ≈ 104 K, as would be the case
in the optically thin limit. On the other hand, Cen (2001) used
simple analytic estimates to argue that ionization fronts would
cause non-equilibrium H2 formation and the collapse of the gas
inside the gravitational potential. However, Barkana & Loeb
(1999) studied minihalo evaporation using static models of
uniformly illuminated spherical clouds, accounting for optical
depth and self-shielding effects, and showed that the cosmic
UV background boiled most of the gas out of these objects.
Later, Haiman et al. (2001) carried out three-dimensional (3D)
hydrodynamic simulations assuming the minihalo gas was
spontaneously heated to 104 K, also finding quick disruption.
Finally, full radiation-hydrodynamical simulations of ionization
front–minihalo interactions were carried out in Iliev et al.
(2005) and Shapiro et al. (2004; see also Shapiro et al. 1997,
1998). These demonstrated that intergalactic ionization fronts
decelerated when they encountered the dense, neutral gas
inside minihalos and were thereby transformed into D-type
fronts, preceded by shocks that completely photoevaporated the
minihalo gas.

A second and more promising avenue for coolant formation
is the interaction between galactic outflows and minihalos.
These galaxy-scale winds, which are driven by core-collapse
supernova (SN) and winds from massive stars, are commonly
observed around dwarf and massive starbursting galaxies at
both low and high redshifts (e.g., Lehnert & Heckman 1996;
Franx et al. 1997; Pettini et al. 1998; Martin 1999, 1998;
Heckman et al. 2000; Veilleux et al. 2005; Rupke et al.
2005), and a variety of theoretical arguments suggest that these
galaxies represent only the tail end of a larger population of
smaller “pre-galactic,” starbursts that formed before reionization
(Scannapieco et al. 2002; Thacker et al. 2002). Furthermore,
the interstellar gas swept up in a starburst-driven wind can
effectively trap the ionizing photons behind it (Fujita et al.
2003), meaning that at high redshifts, many intergalactic regions
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Reactors	  and	  Reac?on	  Networks	  

•  Atomic	  hydrogen	  (H,	  H+,	  H-‐)	  :	  A=1	  
•  Atomic	  deuterium	  (D,	  D+,	  D-‐)	  :	  A=2	  
•  Atomic	  helium	  (He,	  He+,	  He++)	  :	  A=4	  
•  Molecular	  hydrogen	  (only	  two	  states:	  H2,	  H2

+)	  :	  A=2	  
•  Molecular	  hydrogen	  deuteride	  (only	  two	  states:	  HD,	  
HD+):	  A=3	  

•  Total	  13	  species	  +	  electrons	  
•  84	  reac?ons	  	  
•  From	  Glover	  &	  Abel	  2008	  
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
∑N

i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and

NA =
1
mA
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Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
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(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
∑N

i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
∑N

i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
∑N

i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
∑N

i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
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i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑
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YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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Finally, nuclear reaction rate screening e↵ects as formulated by Wallace et al. (1982) and decreases in
the energy generation rate ✏̇nuc due to neutrino losses as given by Itoh et al. (1996) are included in FLASH.

16.1.5 Temperature-based timestep limiting

When using explicit hydrodynamics methods, a timestep limiter must be used to ensure the stability of
the numerical solution. The standard CFL limiter is always used when an explicit hydrodynamics unit is
included in FLASH. This constraint does not allow any information to travel more than one computational
cell per timestep. When coupling burning with the hydrodynamics, the CFL timestep may be so large
compared to the burning timescales that the nuclear energy release in a cell may exceed the existing internal
energy in that cell. When this happens, the two operations (hydrodynamics and nuclear burning) become
decoupled.

To limit the timestep when burning is performed, an additional constraint is imposed. The limiter tries
to force the energy generation from burning to be smaller than the internal energy in a cell. The runtime
parameter enucDtFactor controls this ratio. The timestep limiter is calculated as

�tburn = enucDtFactor · Eint

Enuc
(16.20)

where Enuc is the nuclear energy, expressed as energy per volume per time, and Eint is the internal energy
per volume. For good coupling between the hydrodynamics and burning, enucDtFactor should be < 1. The
default value is kept artificially high so that in most simulations the time limiting due to burning is turned
o↵. Care must be exercised in the use of this routine.

16.2 Ionization Unit

The analysis of UV and X-ray observations, and in particular of spectral lines, is a powerful diagnostic tool
of the physical conditions in astrophysical plasmas (e.g., the outer layers of the solar atmosphere, supernova
remnants, etc.). Since deviation from equilibrium ionization may have a non-negligible e↵ect on the UV and
X-ray lines, it is crucial to take into account these e↵ects in the modeling of plasmas and in the interpretation
of the relevant observations.

In light of the above observations, FLASH contains the unit physics/sourceTerms/Ionize/Ionize-
Main/Nei, which is capable of computing the density of each ion species of a given element taking into
account non-equilibrium ionization (NEI). This is accomplished by solving a system of equations consisting
of the fluid equations of the whole plasma and the continuity equations of the ionization species of the
elements considered. The densities of the twelve most abundant elements in astrophysical material (He, C,
N, O, Ne, Mg, Si, S, Ar, Ca, Fe, and Ni) plus fully ionized hydrogen and electrons can be computed by this
unit.

The Euler equations plus the set of advection equations for all the ion species take the following form

@⇢

@t
+r · (⇢v) = 0 (16.21)

@⇢v
@t

+r · (⇢vv) +rP = ⇢g (16.22)
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+r · [(⇢E + P )v] = ⇢v · g [ + S ] (16.23)
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i (i = 1, . . . , Nspec) , (16.24)

where ⇢ is the fluid density, t is the time, v is the fluid velocity, P is the pressure, E is the sum of the internal
energy and kinetic energy per unit mass, g is the acceleration due to gravity, nZ

i is the number density of
the ion i of the element Z, Nspec is the total number of species, and

RZ
i = Ne[nZ

i+1↵
Z
i+1 + nZ

i�1S
Z
i�1 � nZ

i (↵Z
i + SZ

i )] , (16.25)

where Ne is the electron number density, ↵Z
i ⌘ ↵(Ne, T ) are the collisional and dielectronic recombination

coe�cients, and SZ
i ⌘ S(Ne, T ) are the collisional ionization coe�cients of Summers(1974).
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
∑N

i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
∑N

i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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also define a mass fraction
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where NA is Avogadro’s number, and we define the molar
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Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
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i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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very little effect on the outcome. On the other hand, various authors
have shown that in gas cooling from an initially ionized state, enough
HD forms to cool the gas down to temperatures close to the tem-
perature of the cosmic microwave background (CMB) (Nakamura
& Umemura 2002; Nagakura & Omukai 2005; Johnson & Bromm
2006; Shchekinov & Vasiliev 2006; Johnson, Greif & Bromm 2007;
Yoshida et al. 2007). Note, however, that even without HD cooling
the characteristic masses of objects collapsing from gas within a
relic primordial H II region have already been demonstrated to be
smaller (O’Shea et al. 2005).

This difference in thermal evolution, depending on whether or
not the gas was once ionized, is a consequence of the chemistry of
HD formation and destruction. The dominant reactions regulating
the amount of HD in the gas are

H2 + D+ → HD + H+ (1)

and

HD + H+ → H2 + D+. (2)

Reaction (1) is exothermic, while reaction (2) is endothermic by
0.0398 eV (462 K), and so at low temperatures, chemical fractiona-
tion occurs: the HD:H2 ratio becomes enhanced over the cosmologi-
cal D:H ratio by a large numerical factor. Consequently, even though
the HD cooling rate per molecule decreases with decreasing tem-
perature, the HD cooling rate per unit volume can actually increase,
owing to the increase in the HD abundance produced by this frac-
tionation process (see e.g. Glover 2008). In conventional Population
III star formation calculations (e.g. Abel et al. 2002), the fractional
ionization is small, and because of p dV heating the gas temperature
never becomes low enough for chemical fractionation to become ef-
ficient. Therefore, HD cooling remains unimportant. In contrast, in
gas cooling from an initially ionized state, more H2 forms, owing to
the non-equilibrium fractional ionization in the cooling gas (Shapiro
& Kang 1987), and the gas can reach a lower temperature. In prac-
tice, the extra cooling provided by the enhanced H2 abundance is
sufficient to cool the gas to a point at which chemical fractiona-
tion becomes very important, following which HD dominates the
cooling.

Several processes and rate uncertainties, hitherto neglected, may
interfere with this simple picture. First, most calculations assume a
ratio of ortho-hydrogen (H2 with nuclear spin quantum number I =
1) to para-hydrogen (H2 with I = 0) that is (2Iortho + 1)/(2Ipara + 1) =
3. This value is appropriate for warm H2 in local thermodynamic
equilibrium (LTE), which has many different rotational and vibra-
tional levels populated, but at low temperatures and low densities,
the ortho–para ratio may differ significantly from this value. For
instance, if only the J = 0 and 1 rotational levels of the vibrational
ground state are populated, then the equilibrium ortho–para ratio
is 9 exp(−170.5/T). The relevance of this to the current situation
lies in the fact that the energy associated with the v = 0, J = 2 →
0 rotational transition in para-hydrogen, E20 = 509.85 K, is sig-
nificantly smaller than the energy associated with the v = 0, J =
3 → 1 transition in ortho-hydrogen, E31 = 844.65 K. Consequently,
para-hydrogen can cool the gas to lower temperatures than ortho-
hydrogen. It is therefore possible that the ability of the gas to cool
to the low temperatures required for HD cooling to take over and
dominate will be sensitive to the assumed ortho–para ratio, and that
the outcome of calculations that determine it accurately will differ
from that of calculations that assume a ratio of 3:1.

A second issue affecting existing calculations is the fact that the
low-temperature behaviour of the H2 cooling rate remains uncertain.
The root cause of this uncertainty is the sensitivity of the low-energy

H–H2 excitation cross-sections to the choice of the interaction po-
tential used to calculate them. Most previous studies of HD cooling
in primordial gas have made use of the fit to the low-density H2

cooling rate given by Galli & Palla (1998). At T < 600 K, this fit is
based on excitation rates from Forrey et al. (1997) that were calcu-
lated using the BKMP2 potential energy surface of Boothroyd et al.
(1996). However, recently Wrathmall & Flower (2007) have pub-
lished a new set of H2 collisional excitation rate coefficients based on
calculations performed using the Mielke, Garrett & Peterson (2002)
potential energy surface. The H2 cooling function derived from these
revised excitation rates differs significantly from the Galli & Palla
(1998) rate at temperatures T < 1000 K, but the consequences of
this reduction in the cooling rate have yet to be explored in much
detail.

A third issue regarding the H2 cooling rate is that fact that most
previous calculations have only included the effects of collisional
excitation of H2 by atomic hydrogen. However, H2 can also be ex-
cited by collisions with H2, He, H+ and e−. As we show in Sec-
tion 3.2, in the conditions of interest for HD formation, several of
these neglected processes play important roles.

The final issue affecting studies of the role of HD cooling that
we examine here is the impact of the large uncertainties that ex-
ist in several key rate coefficients for chemical reactions involved
in the formation and destruction of H2. Although some of these
uncertainties (which are discussed in detail in Section 2.1) have re-
ceived previous study in the literature (Savin et al. 2004; Glover,
Savin & Jappsen 2006), their impact on the ability of the gas to cool
to temperatures at which HD cooling becomes dominant has not
previously been explored.

In this paper, we explore these issues with the aid of a detailed
chemical and thermal model of primordial gas, coupled to two sim-
ple dynamical models. Our main aim is to determine whether any
of these sources of uncertainty can plausibly lead to significant dif-
ferences in the evolution of the gas, or whether existing results on
the role of HD cooling are robust. The structure of this paper is as
follows. In Section 2, we outline the numerical model used in this
work. In this context, we also discuss in more detail the major un-
certainties highlighted above. In Section 3, we present and discuss
our results, and we conclude in Section 4 with a brief summary.

2 N U M E R I C A L M O D E L

2.1 Chemical network

To model the chemistry of H2 and HD in primordial gas, we use a
chemical network consisting of 115 reactions between 16 species,
as summarized in Table A1. This network differs significantly from
previous treatments of primordial deuterium chemistry in that it in-
cludes the formation and destruction of doubly deuterated hydrogen,
D2. This is included because it has been suggested (D. Savin, private
communication) that conversion of HD to D2 at low gas tempera-
tures may be a significant destruction mechanism for HD, although
in practice we find that it is unimportant.

For simplicity, we omit H +
3 , HeH+ and their deuterated analogues

from our chemical model. The abundances of these species are very
small and their influence on the cooling of the gas at intermediate
to low densities is minimal (Glover & Savin 2006; Glover & Savin,
in preparation), so their omission should not significantly affect our
results. We also omit lithium, for similar reasons.

We assume that any radiation backgrounds are negligible and
so do not include any processes involving photoionization or
photodissociation. We also neglect cosmic ray ionization; the
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very little effect on the outcome. On the other hand, various authors
have shown that in gas cooling from an initially ionized state, enough
HD forms to cool the gas down to temperatures close to the tem-
perature of the cosmic microwave background (CMB) (Nakamura
& Umemura 2002; Nagakura & Omukai 2005; Johnson & Bromm
2006; Shchekinov & Vasiliev 2006; Johnson, Greif & Bromm 2007;
Yoshida et al. 2007). Note, however, that even without HD cooling
the characteristic masses of objects collapsing from gas within a
relic primordial H II region have already been demonstrated to be
smaller (O’Shea et al. 2005).

This difference in thermal evolution, depending on whether or
not the gas was once ionized, is a consequence of the chemistry of
HD formation and destruction. The dominant reactions regulating
the amount of HD in the gas are

H2 + D+ → HD + H+ (1)

and

HD + H+ → H2 + D+. (2)

Reaction (1) is exothermic, while reaction (2) is endothermic by
0.0398 eV (462 K), and so at low temperatures, chemical fractiona-
tion occurs: the HD:H2 ratio becomes enhanced over the cosmologi-
cal D:H ratio by a large numerical factor. Consequently, even though
the HD cooling rate per molecule decreases with decreasing tem-
perature, the HD cooling rate per unit volume can actually increase,
owing to the increase in the HD abundance produced by this frac-
tionation process (see e.g. Glover 2008). In conventional Population
III star formation calculations (e.g. Abel et al. 2002), the fractional
ionization is small, and because of p dV heating the gas temperature
never becomes low enough for chemical fractionation to become ef-
ficient. Therefore, HD cooling remains unimportant. In contrast, in
gas cooling from an initially ionized state, more H2 forms, owing to
the non-equilibrium fractional ionization in the cooling gas (Shapiro
& Kang 1987), and the gas can reach a lower temperature. In prac-
tice, the extra cooling provided by the enhanced H2 abundance is
sufficient to cool the gas to a point at which chemical fractiona-
tion becomes very important, following which HD dominates the
cooling.

Several processes and rate uncertainties, hitherto neglected, may
interfere with this simple picture. First, most calculations assume a
ratio of ortho-hydrogen (H2 with nuclear spin quantum number I =
1) to para-hydrogen (H2 with I = 0) that is (2Iortho + 1)/(2Ipara + 1) =
3. This value is appropriate for warm H2 in local thermodynamic
equilibrium (LTE), which has many different rotational and vibra-
tional levels populated, but at low temperatures and low densities,
the ortho–para ratio may differ significantly from this value. For
instance, if only the J = 0 and 1 rotational levels of the vibrational
ground state are populated, then the equilibrium ortho–para ratio
is 9 exp(−170.5/T). The relevance of this to the current situation
lies in the fact that the energy associated with the v = 0, J = 2 →
0 rotational transition in para-hydrogen, E20 = 509.85 K, is sig-
nificantly smaller than the energy associated with the v = 0, J =
3 → 1 transition in ortho-hydrogen, E31 = 844.65 K. Consequently,
para-hydrogen can cool the gas to lower temperatures than ortho-
hydrogen. It is therefore possible that the ability of the gas to cool
to the low temperatures required for HD cooling to take over and
dominate will be sensitive to the assumed ortho–para ratio, and that
the outcome of calculations that determine it accurately will differ
from that of calculations that assume a ratio of 3:1.

A second issue affecting existing calculations is the fact that the
low-temperature behaviour of the H2 cooling rate remains uncertain.
The root cause of this uncertainty is the sensitivity of the low-energy

H–H2 excitation cross-sections to the choice of the interaction po-
tential used to calculate them. Most previous studies of HD cooling
in primordial gas have made use of the fit to the low-density H2

cooling rate given by Galli & Palla (1998). At T < 600 K, this fit is
based on excitation rates from Forrey et al. (1997) that were calcu-
lated using the BKMP2 potential energy surface of Boothroyd et al.
(1996). However, recently Wrathmall & Flower (2007) have pub-
lished a new set of H2 collisional excitation rate coefficients based on
calculations performed using the Mielke, Garrett & Peterson (2002)
potential energy surface. The H2 cooling function derived from these
revised excitation rates differs significantly from the Galli & Palla
(1998) rate at temperatures T < 1000 K, but the consequences of
this reduction in the cooling rate have yet to be explored in much
detail.

A third issue regarding the H2 cooling rate is that fact that most
previous calculations have only included the effects of collisional
excitation of H2 by atomic hydrogen. However, H2 can also be ex-
cited by collisions with H2, He, H+ and e−. As we show in Sec-
tion 3.2, in the conditions of interest for HD formation, several of
these neglected processes play important roles.

The final issue affecting studies of the role of HD cooling that
we examine here is the impact of the large uncertainties that ex-
ist in several key rate coefficients for chemical reactions involved
in the formation and destruction of H2. Although some of these
uncertainties (which are discussed in detail in Section 2.1) have re-
ceived previous study in the literature (Savin et al. 2004; Glover,
Savin & Jappsen 2006), their impact on the ability of the gas to cool
to temperatures at which HD cooling becomes dominant has not
previously been explored.

In this paper, we explore these issues with the aid of a detailed
chemical and thermal model of primordial gas, coupled to two sim-
ple dynamical models. Our main aim is to determine whether any
of these sources of uncertainty can plausibly lead to significant dif-
ferences in the evolution of the gas, or whether existing results on
the role of HD cooling are robust. The structure of this paper is as
follows. In Section 2, we outline the numerical model used in this
work. In this context, we also discuss in more detail the major un-
certainties highlighted above. In Section 3, we present and discuss
our results, and we conclude in Section 4 with a brief summary.

2 N U M E R I C A L M O D E L

2.1 Chemical network

To model the chemistry of H2 and HD in primordial gas, we use a
chemical network consisting of 115 reactions between 16 species,
as summarized in Table A1. This network differs significantly from
previous treatments of primordial deuterium chemistry in that it in-
cludes the formation and destruction of doubly deuterated hydrogen,
D2. This is included because it has been suggested (D. Savin, private
communication) that conversion of HD to D2 at low gas tempera-
tures may be a significant destruction mechanism for HD, although
in practice we find that it is unimportant.

For simplicity, we omit H +
3 , HeH+ and their deuterated analogues

from our chemical model. The abundances of these species are very
small and their influence on the cooling of the gas at intermediate
to low densities is minimal (Glover & Savin 2006; Glover & Savin,
in preparation), so their omission should not significantly affect our
results. We also omit lithium, for similar reasons.

We assume that any radiation backgrounds are negligible and
so do not include any processes involving photoionization or
photodissociation. We also neglect cosmic ray ionization; the
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very little effect on the outcome. On the other hand, various authors
have shown that in gas cooling from an initially ionized state, enough
HD forms to cool the gas down to temperatures close to the tem-
perature of the cosmic microwave background (CMB) (Nakamura
& Umemura 2002; Nagakura & Omukai 2005; Johnson & Bromm
2006; Shchekinov & Vasiliev 2006; Johnson, Greif & Bromm 2007;
Yoshida et al. 2007). Note, however, that even without HD cooling
the characteristic masses of objects collapsing from gas within a
relic primordial H II region have already been demonstrated to be
smaller (O’Shea et al. 2005).

This difference in thermal evolution, depending on whether or
not the gas was once ionized, is a consequence of the chemistry of
HD formation and destruction. The dominant reactions regulating
the amount of HD in the gas are

H2 + D+ → HD + H+ (1)

and

HD + H+ → H2 + D+. (2)

Reaction (1) is exothermic, while reaction (2) is endothermic by
0.0398 eV (462 K), and so at low temperatures, chemical fractiona-
tion occurs: the HD:H2 ratio becomes enhanced over the cosmologi-
cal D:H ratio by a large numerical factor. Consequently, even though
the HD cooling rate per molecule decreases with decreasing tem-
perature, the HD cooling rate per unit volume can actually increase,
owing to the increase in the HD abundance produced by this frac-
tionation process (see e.g. Glover 2008). In conventional Population
III star formation calculations (e.g. Abel et al. 2002), the fractional
ionization is small, and because of p dV heating the gas temperature
never becomes low enough for chemical fractionation to become ef-
ficient. Therefore, HD cooling remains unimportant. In contrast, in
gas cooling from an initially ionized state, more H2 forms, owing to
the non-equilibrium fractional ionization in the cooling gas (Shapiro
& Kang 1987), and the gas can reach a lower temperature. In prac-
tice, the extra cooling provided by the enhanced H2 abundance is
sufficient to cool the gas to a point at which chemical fractiona-
tion becomes very important, following which HD dominates the
cooling.

Several processes and rate uncertainties, hitherto neglected, may
interfere with this simple picture. First, most calculations assume a
ratio of ortho-hydrogen (H2 with nuclear spin quantum number I =
1) to para-hydrogen (H2 with I = 0) that is (2Iortho + 1)/(2Ipara + 1) =
3. This value is appropriate for warm H2 in local thermodynamic
equilibrium (LTE), which has many different rotational and vibra-
tional levels populated, but at low temperatures and low densities,
the ortho–para ratio may differ significantly from this value. For
instance, if only the J = 0 and 1 rotational levels of the vibrational
ground state are populated, then the equilibrium ortho–para ratio
is 9 exp(−170.5/T). The relevance of this to the current situation
lies in the fact that the energy associated with the v = 0, J = 2 →
0 rotational transition in para-hydrogen, E20 = 509.85 K, is sig-
nificantly smaller than the energy associated with the v = 0, J =
3 → 1 transition in ortho-hydrogen, E31 = 844.65 K. Consequently,
para-hydrogen can cool the gas to lower temperatures than ortho-
hydrogen. It is therefore possible that the ability of the gas to cool
to the low temperatures required for HD cooling to take over and
dominate will be sensitive to the assumed ortho–para ratio, and that
the outcome of calculations that determine it accurately will differ
from that of calculations that assume a ratio of 3:1.

A second issue affecting existing calculations is the fact that the
low-temperature behaviour of the H2 cooling rate remains uncertain.
The root cause of this uncertainty is the sensitivity of the low-energy

H–H2 excitation cross-sections to the choice of the interaction po-
tential used to calculate them. Most previous studies of HD cooling
in primordial gas have made use of the fit to the low-density H2

cooling rate given by Galli & Palla (1998). At T < 600 K, this fit is
based on excitation rates from Forrey et al. (1997) that were calcu-
lated using the BKMP2 potential energy surface of Boothroyd et al.
(1996). However, recently Wrathmall & Flower (2007) have pub-
lished a new set of H2 collisional excitation rate coefficients based on
calculations performed using the Mielke, Garrett & Peterson (2002)
potential energy surface. The H2 cooling function derived from these
revised excitation rates differs significantly from the Galli & Palla
(1998) rate at temperatures T < 1000 K, but the consequences of
this reduction in the cooling rate have yet to be explored in much
detail.

A third issue regarding the H2 cooling rate is that fact that most
previous calculations have only included the effects of collisional
excitation of H2 by atomic hydrogen. However, H2 can also be ex-
cited by collisions with H2, He, H+ and e−. As we show in Sec-
tion 3.2, in the conditions of interest for HD formation, several of
these neglected processes play important roles.

The final issue affecting studies of the role of HD cooling that
we examine here is the impact of the large uncertainties that ex-
ist in several key rate coefficients for chemical reactions involved
in the formation and destruction of H2. Although some of these
uncertainties (which are discussed in detail in Section 2.1) have re-
ceived previous study in the literature (Savin et al. 2004; Glover,
Savin & Jappsen 2006), their impact on the ability of the gas to cool
to temperatures at which HD cooling becomes dominant has not
previously been explored.

In this paper, we explore these issues with the aid of a detailed
chemical and thermal model of primordial gas, coupled to two sim-
ple dynamical models. Our main aim is to determine whether any
of these sources of uncertainty can plausibly lead to significant dif-
ferences in the evolution of the gas, or whether existing results on
the role of HD cooling are robust. The structure of this paper is as
follows. In Section 2, we outline the numerical model used in this
work. In this context, we also discuss in more detail the major un-
certainties highlighted above. In Section 3, we present and discuss
our results, and we conclude in Section 4 with a brief summary.

2 N U M E R I C A L M O D E L

2.1 Chemical network

To model the chemistry of H2 and HD in primordial gas, we use a
chemical network consisting of 115 reactions between 16 species,
as summarized in Table A1. This network differs significantly from
previous treatments of primordial deuterium chemistry in that it in-
cludes the formation and destruction of doubly deuterated hydrogen,
D2. This is included because it has been suggested (D. Savin, private
communication) that conversion of HD to D2 at low gas tempera-
tures may be a significant destruction mechanism for HD, although
in practice we find that it is unimportant.

For simplicity, we omit H +
3 , HeH+ and their deuterated analogues

from our chemical model. The abundances of these species are very
small and their influence on the cooling of the gas at intermediate
to low densities is minimal (Glover & Savin 2006; Glover & Savin,
in preparation), so their omission should not significantly affect our
results. We also omit lithium, for similar reasons.

We assume that any radiation backgrounds are negligible and
so do not include any processes involving photoionization or
photodissociation. We also neglect cosmic ray ionization; the
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also define a mass fraction

Xi ≡ ρi/ρ = niAi/(ρNA), (1)

where NA is Avogadro’s number, and we define the molar
abundance of the ith species as

Yi ≡ Xi/Ai = ni/(ρNA), (2)

where conservation of mass is given by
∑N

i Xi = 1. Each of
the 14 species can then be cast as a continuity equation in the
form

Ẏi ≡ dYi

dt
= Ṙi , (3)

where Ṙi is the total reaction rate due to all the binary reactions
of the form i + j → k + l, defined as

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i), (4)

where λkj and λjk are the creation and destruction chemical
reaction rates for a given species. If the species in question is
affected by UV background radiation, the continuity equation
takes the following form:

Ṙi ≡
∑

j,k

YlYkλkj(l) − YiYjλjk(i) − YiJ (να), (5)

where the last term accounts for the amount of these species that
are destroyed by the background radiation, J(να). Throughout
our simulations, changes in the number of free electrons are not
calculated directly, but rather at the end of each cycle we use
charge conservation to calculate their molar fraction, as

Yelec = YH+ +YD+ +YHD+ +YH+
2
+YHe+ +2YHe++ −YH− −YD− . (6)

Because of the often complex ways that the chemical reaction
rates depend on temperature and the intrinsic order of magnitude
spread in the rates, the resulting equations are “stiff,” meaning
that the ratio of the minimum and maximum eigenvalue of the
Jacobian matrix, Ji,j = ∂Ẏi/∂Yj , is large and imaginary. This
means that implicit or semi-implicit methods are necessary to
efficiently follow their evolution. To address this problem, we
arrange the molar fractions of the 13 species, excluding e−, into
a vector Y, and solve the resulting system of equations using
fourth-order accurate Kaps–Rentrop, or Rosenbrock method
(Kaps & Rentrop 1979). In this method, the network is advanced
over a time step h via

Yn+1 = Yn +
4∑

i=1

bi∆i , (7)

where the ∆i vectors are found by successively solving the four
matrix equations

(1̂/γh − J̄ ) · ∆1 = f (Yn), (8)

(1̂/γh − J̄ ) · ∆2 = f (Yn + a21∆1) + c21∆1/h, (9)

(1̂/γh−J̄ )·∆3 = f (Yn+a31∆1 +a32∆2)+(c31∆1 +c32∆2)/h,
(10)

and

(1̂/γh − J̄ ) · ∆4 = f (Yn + a41∆1 + a42∆2 + a43∆3)
+ (c41∆1 + c42∆2 + c43∆3)/h. (11)

Here, bi, γ , aij, and cij are fixed constants of the method,
f (Y) ≡ Ẏ, 1̂ is the identity matrix, and J̄ is the Jacobian
matrix. Note that the four matrix equations represent a staged
set of linear equations and that the four right-hand sides are
not known in advance. At each step, an error estimate is given
for the difference between the third- and fourth-order solutions.
For comparison we also carried out tests, using a multi-order
Bader–Deuflhard method (Bader & Deuflhard 1983). However,
in the end, the Rosenbrock method was chosen over this method
because of its efficiency and speed.

As the species evolve, the temperature of the gas changes
from the release of internal energy from recombinations or the
loss of internal energy from ionizations and dissociations. These
changes can in turn affect the reaction rates. Thus, to ensure the
stability of the chemistry routine while at the same time allowing
the simulation to proceed at the hydrodynamic time step, we
developed a method of cycling over multiple Kaps–Rentrop
time steps within a single hydrodynamic time step. Here, we
estimated an initial chemical time step of each species as

τchem,i = αchem
Yi + 0.1YH +

Ẏi

, (12)

where αchem is a constant determined at runtime that controls
the desired fractional change of the fastest evolving species.
The changes in molar abundances, Ẏi , were calculated from
the ordinary differential equations that make up the chemical
network, and the molar fractions of each species Yi are given by
the current values. In both the tests and simulations, we chose a
value of αchem = 0.5.

Note that we offset the subcycling time step by adding a small
fraction of the ionized hydrogen abundance to Equation (12).
This is because there are conditions where a species is very
low in abundance but changing very quickly, for example, rapid
ionization of atomic species, which will cause the subcycling to
run away with extremely small time steps. In regions in which
most species are neutral, this has little effect since the chemical
time step is likely longer than the hydrodynamical one, and
in regions in which abundances are rapidly changing, then this
extra term buffers against very small times steps. It also prevents
rapid changes in internal energy as energy is removed as atomic
species are ionized and gained as they recombine.

Once calculated, these species time steps are compared to
each other and the smallest time step, associated with the fastest
evolving species, is chosen as the subcycle time step. If this
is longer than the hydrodynamic time step, the hydrodynamic
time step is used instead and no additional subcycling is done.
If subcycling is required, the species time step is subtracted
from the total hydrodynamic time step and the network is
then updated over the chemical time step. The species time
steps are recalculated after each subcycle and compared to the
remaining hydrodynamic time step. This is repeated until a full
hydrodynamic time step is completed, as schematically shown
in Figure 1.

In cases in which the gas is extremely hot or cold, the chemical
make-up can be determined directly from the temperature,
avoiding the need for matrix inversions. If the temperature
is above 105 K then all atomic species become ionized and
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Time (s) Time (s) Time (s)

Figure 2. Chemical evolution tests. Column 1 shows the T = 102 K case, Column 2 shows the T = 103 K case, and Column 3 shows the T = 104 K. Time is
given on the x-axis and the number density of each species divided by the total number density of hydrogen is given on the y-axis. The blue lines correspond to the
n = 0.01 cm−3 case, red to the n = 0.1 cm−3 case, green to the n = 1.0 cm−3 case, magenta to the n = 10.0 cm−3 case, and teal to the n = 100.0 cm−3 case. The
solid lines are results from FLASH and the dashed lines are results from G09.
(A color version of this figure is available in the online journal.)

temperatures !104 K, cooling results mostly from atomic lines
of H and He, with bremsstrahlung radiation also becoming
important at temperatures above 107 K. Below 104 K, on the
other hand, the net cooling rate is determined by molecular line
cooling from H2 and HD, which, as it is an asymmetric molecule,
can radiate much more efficiently than H2, and thus can
be almost as important although it is much less abundant.
Cooling from H2 operates down to T " 200 K and to number
densities n > 104 cm−3 (Glover & Abel 2008; Galli & Palla
1998), while HD which can cool the gas to slightly lower
temperatures and to higher number densities (Bromm et al.
2002). As we are restricting ourselves to primordial gas in this
study at any given temperature the overall cooling rate, ΛTotal,
is the combination from both regimes:

ΛTotal = ΛAtomic + ΛMolecular. (13)

Each cooling rate has the form

Λi,j = ninjλi,j , (14)

where Λi,j is the energy loss per volume due to species i
and j, ni and nj are the number densities of each species,
and λi,j is the cooling rate in erg cm−3 s−1. Cooling rates
for the collisional excitation between H2 and H, H2, H+, and
e− and between H+

2 and H or e− are taken from GA08. The
cooling rate for the collisional excitation between HD and
H is taken from Lipovka et al. (2005). Finally, cooling rates

from hydrogen and helium atomic lines are calculated using
CLOUDY (Ferland et al. 1998). In calculating these rates,
we followed the procedure described in Smith et al. (2008)
and used the “coronal equilibrium” command which considers
only collisional ionization. The cooling curve was calculated
assuming case B recombination for the recombination lines of
hydrogen and helium, as discussed further in Section 3.1.

Any cooling routine contains a natural timescale that relates
the total internal energy to the energy loss per time:

τcool = αcool × Ei

ṡ
, (15)

where αcool is a constant between 0 and 1, in all cases set at 0.1, Ei
is the internal energy, and ṡ is the energy loss per time. Cooling
rates are very dependent on temperature and species abundances,
and these quantities can change rapidly over a single chemical
time step.

A method of subcycling over cooling time steps was devel-
oped to ensure that the correct cooling rates are used. An ini-
tial cooling timescale is calculated assuming αcool = 0.1 using
Equation (15) which is then compared to the chemical time step.
If τcool is smaller than the fraction of the chemistry time step
then that fraction of energy is subtracted from the internal en-
ergy and temperature. The cooling rate and cooling time step is
recalculated with the updated temperature. This continues until
the chemistry time step is reached. This is schematically given
in Figure 4.
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Figure 1. Schematic view of the chemistry subcycling. First, the chemical
time step, τ (c), is calculated using Equation (12). If this is larger than the
hydrodynamic time step, then the evolution time step, τ (e), is set to the
hydrodynamic time step. Else, τ (e) is set to the chemical time step. The network
is then evolved for τ (e) and the remaining time step τ (h) is calculated. If this is
zero then we proceed to the next step, else we cycle back through the network
with the updated abundances. This loop continues until the full hydrodynamic
time step is covered. Note that after every chemical network iteration, the cooling
routine is called.

all molecular species are dissociated, and the network can be
bypassed. If the temperature is between 2.0 × 104 and 1.0 ×
105 K, then we “prime” the solutions and ionize 5% of available
neutral hydrogen, 5% of neutral helium (4.5% into singly
ionized helium and 0.5% into doubly ionized helium), before
entering the iterative solver, to help accelerate the routine toward
the correct solution. Finally, if the temperature is less than
50 K, then all species are kept the same, and no reactions are
calculated. This is done because cooling and chemistry rates
become unimportant at such low temperatures. It also has the
benefit of speeding up the simulation slightly as very little time
is spent in either the cooling or chemistry routines. In all other
cases, the full network is evolved without alterations.

2.1.2. Chemistry Tests

To test our implemented chemical network, we carried out
a series of runs in which initially dissociated and ionized gas
was held at constant temperature and density for 1016 s. A
small initial time step (t0 ≈ 106 s) was used and allowed to
increase up a maximum time step of 1012 s. Models were run
with total hydrogen number densities varying from 0.01 cm−3

to 100 cm−3, and temperatures ranging between 102 K and
104 K, and no external radiation. In each case, the results
were compared to the results of a different implementation of
the same chemical network within the ENZO code (S. C. O.
Glover 2009, private communication, G09 hereafter), yielding
the molar fractions shown in Figure 2. In this figure, the three

columns correspond to runs with different temperatures, the
curves correspond to runs with different densities, and the rows
correspond to the evolution of different species.

The match between our tests and the numerical results from
G09 is excellent. In all cases and at all temperatures, the curves
closely track each other, in most cases leading to curves that are
indistinguishable. Although the abundances of several species
change by many orders of magnitude throughout the runs, the
two methods track each other within 10% in all cases except for
H2 at 104 K, which is unimportant as a coolant at this temperature
but nevertheless consistent within a factor of 1.5 at all times.
Furthermore, this agreement between methods is also seen for
deuterium species, which are not shown in this figure as they
follow H exactly, maintaining a 1

6000 ratio between both species
at all times.

At T = 100 K, all ionized species quickly recombine with
the free electrons to form neutral atoms. However, even during
this relatively quick transition from ionized to neutral, H+ and
H− ions (not shown) persist for long enough to catalyze the
formation of substantial amounts of molecular gas, leading to
final H2 molar fractions of ≈10−4. At T = 1000 K, the evolution
is very similar to the T = 100 K case, although the species do
not reach equilibrium as quickly, leading to even higher levels of
H2 formation. Finally, at T = 104 K, it takes even longer for the
ionized hydrogen to recombine, but in this case, less molecular
species are formed, as collisional dissociation of H2 and HD are
more prevalent, limiting the maximum amount of these species.

Also apparent in these plot is the dependence of the species
evolution on the density of the gas. Chemical reactions are
fundamentally collisional processes whose rates are quadratic
in number density. Thus, as we are not considering three-
body interactions, the timescale associated with chemistry
should decrease linearly with the density. This is seen for all
temperatures and species shown in Figure 2, as in every case
each line is separated from its neighbor by a factor of 10 in time,
exactly corresponding to the density shift between cases.

2.1.3. Effect of the Background Radiation

Background radiation with photon energies between 11.2 and
13.6 eV can excite and dissociate molecular hydrogen. In the
absence of other coolants, this can have drastic effect on the
evolution of the cloud. Two extremes are immediately apparent,
a strong background case in which any H2 or HD formed is
quickly dissociated, and a background-free case in which no
molecules are photodissociated. A simple test was constructed
to study the effect of the background and determine a fiducial
value for J21. J21 was varied between 0 and 1 at five different
values. For each value of J21 the number density was varied
between n = 10−1 and 1.0 cm−3. Each test was run at a constant
temperature and constant density with evolving chemistry and
no cooling. The results are given in Figure 3. From this, we
determine that only background levels at or above J21 = 0.1
give an appreciable difference in the abundance of H2 and HD
over a megayear timescale, which as we shall see below, is
the timescale of shock–minihalo interactions. At the same time,
J21 = 0.1 provides a reasonable upper limit to the level of
background expected before reionization (e.g., Ciardi & Ferrara
2005). Therefore, we use this value as a fiducial value in the
simulations with a background.

2.2. Cooling

The second major process added to the code was radiative
cooling, which was divided into two temperature regimes. At
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Figure 3. Comparison of different UV backgrounds. The dotted line is the comparison from G09, the solid line is J21 = 0, the short-and-long-dashed line is
J21 = 10−4, the dot-long-dashed line is J21 = 10−3, the dot-short-dashed line is J21 = 10−2, the long-dashed line is J21 = 10−1, and the short-dashed line is J21 =
1.0. Time is given on the x-axis and number density of each species normalized by the number density of neutral hydrogen is given on the y-axis. Note that the solid
line and dotted lines coincide with each other, demonstrating that we recover the expected results in the background-free case.
(A color version of this figure is available in the online journal.)

Figure 4. Schematic view of the cooling subcycle. The time over which chem-
istry evolves τ (e) is used as the initial time step. This is compared against τ (cl)
the cooling time step, as given by Equation (15). If the cooling time step is shorter
than the evolved time step, then a portion of the internal energy and temperature
are subtracted and the evolved time step is updated. The cooling time step is
then recalculated. If the cooling time step is longer than the evolving time step
then the internal energy is directly updated and used to calculate the new tem-
perature. Once this is done, cooling is complete and we return to the chemistry
routine.

2.2.1. Cooling Tests

As a test of our cooling routines, we reproduced the example
curves given in Prieto et al. (2009). In this work, the authors
present the effects of H2 and HD cooling in a primordial
gas. The gas begins at an initial temperature of T = 500 K
with initial number densities, relative to hydrogen: nH+ =
10−4; nH− = nH+

2
= 10−12; nH2 = 10−3; nD = 10−5; nD+ =

10−9; nHD = 10−6; nHD+ = 10−18; nHe+ = nHe++ = 0.01 and
with initial hydrogen and helium densities of ρH = 0.75 × ρtot
and ρHe = 0.24 × ρtot, where ρtot is the total baryonic matter
density.

Three models were run with total number densities of ntot =
1.0, 10.0, and 100.0 cm−3. Cooling was tracked for 108 yr with
chemistry evolving simultaneously. The results of this calcula-
tion are shown in Figure 5, which indicates good agreement with
Prieto et al. (2009). It should be noted that temperature evolution
in this plot has a linear dependence of the number density of
the gas. For example, a gas with 10 times the number densities
of another gas will cool 10 times quicker. This is again because
most of the cooling is coming from the collisions between two
species, in this case H2 or HD and H.

As mentioned above, HD can be more important than H2
for gas cooling at higher densities and colder temperatures.
To determine whether or not HD cooling is important in this
simulation, we apply the cooling test to two different scenarios.
First, we use the same initial abundances as described above
and second, using primordial abundances with a small fraction
(0.01%) of each atomic species ionized. Each test was run twice,
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Figure 2. Chemical evolution tests. Column 1 shows the T = 102 K case, Column 2 shows the T = 103 K case, and Column 3 shows the T = 104 K. Time is
given on the x-axis and the number density of each species divided by the total number density of hydrogen is given on the y-axis. The blue lines correspond to the
n = 0.01 cm−3 case, red to the n = 0.1 cm−3 case, green to the n = 1.0 cm−3 case, magenta to the n = 10.0 cm−3 case, and teal to the n = 100.0 cm−3 case. The
solid lines are results from FLASH and the dashed lines are results from G09.
(A color version of this figure is available in the online journal.)

temperatures !104 K, cooling results mostly from atomic lines
of H and He, with bremsstrahlung radiation also becoming
important at temperatures above 107 K. Below 104 K, on the
other hand, the net cooling rate is determined by molecular line
cooling from H2 and HD, which, as it is an asymmetric molecule,
can radiate much more efficiently than H2, and thus can
be almost as important although it is much less abundant.
Cooling from H2 operates down to T " 200 K and to number
densities n > 104 cm−3 (Glover & Abel 2008; Galli & Palla
1998), while HD which can cool the gas to slightly lower
temperatures and to higher number densities (Bromm et al.
2002). As we are restricting ourselves to primordial gas in this
study at any given temperature the overall cooling rate, ΛTotal,
is the combination from both regimes:

ΛTotal = ΛAtomic + ΛMolecular. (13)

Each cooling rate has the form

Λi,j = ninjλi,j , (14)

where Λi,j is the energy loss per volume due to species i
and j, ni and nj are the number densities of each species,
and λi,j is the cooling rate in erg cm−3 s−1. Cooling rates
for the collisional excitation between H2 and H, H2, H+, and
e− and between H+

2 and H or e− are taken from GA08. The
cooling rate for the collisional excitation between HD and
H is taken from Lipovka et al. (2005). Finally, cooling rates

from hydrogen and helium atomic lines are calculated using
CLOUDY (Ferland et al. 1998). In calculating these rates,
we followed the procedure described in Smith et al. (2008)
and used the “coronal equilibrium” command which considers
only collisional ionization. The cooling curve was calculated
assuming case B recombination for the recombination lines of
hydrogen and helium, as discussed further in Section 3.1.

Any cooling routine contains a natural timescale that relates
the total internal energy to the energy loss per time:

τcool = αcool × Ei

ṡ
, (15)

where αcool is a constant between 0 and 1, in all cases set at 0.1, Ei
is the internal energy, and ṡ is the energy loss per time. Cooling
rates are very dependent on temperature and species abundances,
and these quantities can change rapidly over a single chemical
time step.

A method of subcycling over cooling time steps was devel-
oped to ensure that the correct cooling rates are used. An ini-
tial cooling timescale is calculated assuming αcool = 0.1 using
Equation (15) which is then compared to the chemical time step.
If τcool is smaller than the fraction of the chemistry time step
then that fraction of energy is subtracted from the internal en-
ergy and temperature. The cooling rate and cooling time step is
recalculated with the updated temperature. This continues until
the chemistry time step is reached. This is schematically given
in Figure 4.
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Figure 5. Cooling tests. The solid lines are taken from Prieto et al. (2009)
and compared to our model. The blue curves correspond to a number density
n = 1.0 cm−3, red to n = 10.0 cm−3, and green to n = 100.0 cm−3. The
temperature is not allowed to go below 50 K.
(A color version of this figure is available in the online journal.)

once with deuterium and once without. The results of these tests
are given in Figure 6. At high number densities, HD cooling does
not have a perceivable effect. At intermediate temperatures, HD
cooling is important for a gas with initial abundances from the
cooling tests. Finally, at low temperatures, HD cooling is very
important in both cases.

3. MODEL FRAMEWORK

Having developed and tested the chemistry and cooling rou-
tines necessary to study minihalo–shock interactions, we next
turn to the detailed shock–minihalo interactions. Here, we re-
strict our attention to a CDM cosmology, with parameters as
h = 0.7, Ω0 = 0.3, ΩΛ = 0.7, and Ωb = 0.045 (e.g.,
Spergel et al. 2007), where h is the Hubble constant in units of
100 km s−1 Mpc−1, Ω0, ΩΛ, and Ωb are the total matter, vac-
uum, and baryonic densities, respectively, in units of the critical
density. For our choice of h, the critical density is ρcrit = 9.2 ×
10−30 g cm−3.

3.1. The Minihalo

A simple model is used for the gas and dark matter of the
protocluster whose collapse redshift of zc = 10 (a cosmic age
of ≈0.5 Gyr) is taken to be just before the epoch of reionization,
and whose total mass of Mc = 3.0 × 106 M⊙ is taken to be
on the large end of minihalos formed at this redshift. The gas
is assumed to have a primordial composition of 76% neutral
atomic hydrogen and 24% neutral atomic helium by mass.
Initially, the cluster has a mean density that is enhanced by
a factor ∆ = 178 (e.g., Eke et al. 1998) above the background,
ρc = ∆Ω0(1 + zc)3ρcrit = 6.54 × 10−25g cm−3. In this case, the
cloud’s virial radius is Rc = 0.393 kpc and virial velocity is
vc = 6.55 km s−1. We assume that the radial profile is given by
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Figure 6. Test of the impact of HD cooling. The top panel shows the results
using primordial abundances while the bottom shows for abundances from
the cooling test. Initially, the temperature is started at 500 K and evolved for
100 Myr.
(A color version of this figure is available in the online journal.)

Navarro et al. (1997):

ρ(R) = Ω0ρc

cx(1 + cx)2

c2

3F (c)
g cm−3, (16)

where c is the halo concentration factor, x = R/Rc, and
F (t) ≡ ln(1+t)− t

1+t
. We assume that as the gas collapses inside

the dark matter halo, it is shock-heated to its virial temperature,
Tc = 1650 K, and develops a density distribution of isothermal
matter in the CDM potential well:

ρgas(R) = ρ0e
−( v2

esc(0)−v2
esc(R)

v2
c

)
g cm−3, (17)

where the escape velocity as a function of radius is given by
v(xRvir) = 2v2

c [F (cx) + cx(1 + cx)−1][xF (c)]−1. From Madau
et al. (2001), we take a typical value of the halo concentration
to be c = 4.8, although some observations suggest that high-
redshift halos may be less concentrated than expected from this
estimate (Bullock et al. 2001). With this value of c, we can
compute the central density as

ρ0 = (178/3)c3Ωbe
A (1 + z)3

∫ c

0 (1 + t)A/t t2dt
ρcrit = 39215 Ωbρcrit (1 + zc)3

= 2.16 × 10−23 g cm−3, (18)

where A ≡ 2c/F (c) = 10.3 and t = cx.
To determine which case to use in our chemistry routine

the optical depth for H+, He+, and He++ recombination was
calculated from this profile:

τν(r) =
∫ r

r0

σνn(r ′)dr ′, (19)

where σν is the cross section of interaction and n(r ′) is the
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Table 2
Summary of the Numerical Simulations in This Study

Name lref Resolution (pc) Cooling Mode Background (J21)

HBN 6 4.55 Case B 0
LBN 5 9.11 Case B 0
HBY 6 4.55 Case B 10−1

LBY 5 9.11 Case B 10−1

HAN 6 4.55 Case A 0
LAN 5 9.11 Case A 0

detail. For example, a triaxial instead of a spherical distribution
could be assumed for the dark matter halo, inhomogeneities
could be added to the minihalo gas, and the shock could be
assumed to impact the minihalo off-axis. While each of these
possibilities would be qualitatively interesting and would natu-
rally alter the final outcome of the halo, they are nevertheless
beyond the scope of this study.

4. RESULTS

Our simulations were carried out in a rectangular box with an
effective volume of 3.2 × 109 pc3. The y-axis and z-axis were
the same length of 1170 pc and range between (−585, 585) pc,
while the x-axis was twice as long, stretching between (−585,
1170) pc. The shock started on the left boundary while the cloud
was centered at (0,0,0) pc. As hydrodynamic refinement criteria,
FLASH uses the second derivative of “refinement variables,”
normalized by their average gradient over a cell. If this was
greater than 0.8, the cell was marked for refinement, and if all
the cells in a region lie below 0.2, those cells were marked for
derefinement.

A detailed summary of the runs performed is given in Table 2.
The runs are labeled as either high or low resolution (H or L),
whether atomic H–He recombination follows case A or case B
(A or B), and whether we impose a UV background (Y or N).
The high-resolution, case B, no-background run (HBN) is taken
as our fiducial run and compared against other choices of
parameters below.

4.1. Hydrodynamic Evolution

In this simulation, several distinct stages of evolution are
identified during the interaction between the cloud and the
outflow, as shown in Figures 7 and 8. Initially, the cloud is
in hydrostatic equilibrium as the shock enters the simulation
domain. If it were not supported by pressure, the cloud would
collapse on the free-fall time which, using the average cloud
density, is

tff =

√
3π

32Gρ
≈ 100 Myr. (28)

As the cloud is initially in hydrostatic balance, the initial sound
crossing time is similar to the free-fall time.

As the shock contacts and surrounds the cloud, it heats
and begins to ionize the gas. The shock completely envelops
the cloud on a characteristic “intercloud” crossing timescale,
defined by Klein et al. (1994) as

tic = 2Rc

vs

≈ 4.5 Myr. (29)

As the cloud is enveloped, the shock moves through the outer
regions fastest and ionizes this gas first. This in turn promotes

rapid molecule formation as the gas cools and recombines
incompletely, leaving H+ and H− to catalyze the formation of
H2 and HD. Interestingly, because the shock slows down as it
moves through denser material, the gas behind the center of
the halo remains undisturbed until the enveloping shocks meet
along the axis at the back of the halo. The leads to a “hollow”
H2 distribution at 6.6 Myr, in which the molecular coolants are
confined to a shell surrounding the undisturbed, purely atomic
gas.

After the enveloping shocks collide at the back of the cloud,
a strong reflected shock is formed that moves away from the
rear of the cloud and back through the halo material. Without
cooling, this reflected shock would eventually lead to cloud
disruption (Klein et al. 1994). However in our case, the shock
has the opposite effect. It moves through the cloud, and the gas is
briefly ionized, but then quickly cools and recombines, forming
H2 and HD throughout the cloud. This can be seen in the upper
row of Figure 8, which shows the conditions at ≈8 Myr.

At this point the cloud is denser, smaller, and full of new
coolants. Using the conditions from the center of the cloud 8 Myr
after the start of the simulation, we calculate new timescales.
Now the free-fall time is 21 Myr and the sound crossing time is
≈27 Myr. The cloud is cold and dense enough to start collapsing.

The timescale for the formation of H2, given in GA08, is

tH2 = XH2

k1Xen
(s), (30)

where XH2 is the mass fraction of H2, Xe is the mass fraction
of electrons, k1 is the reaction rate for the formation of
H− (H + e− → H− + γ ), and n is the total number density
(≈1 cm−3 at 8 Myr). Initially, as the shock begins to impact the
cloud, this timescale is very short, on the order of 0.1 Myr to get
a final abundance of ≈10−5. As the abundance of H2 increases
and the abundance of electrons decrease, this timescale quickly
increases. Although as the cloud collapses the density increases
which lowers this timescale.

The H2 cooling timescale, given by Klein et al. (1994), is

tcool = 1.5nkT

nH2nHΛH,H2

(s), (31)

where nH2 and nH are the number densities of H2 and H,
respectively, and ΛH,H2 is the cooling rate between H and H2.
At 8 Myr the H2 cooling time in most of the cloud is only
0.2 Myr, meaning that pressure support drops dramatically after
this time. Any expansion due to shock heating is halted as the
gas is quickly cooled by H2 and HD as they form. Furthermore,
as the cloud collapses, the chemistry and cooling timescales
decrease, rapidly accelerating the collapse.

The final state of the cloud in our simulation is a thin cylinder
stretching from the center of the dark matter halo to several
times the initial virial radius. The temperature of this gas is
100–200 K, much colder than the initial virial temperature. The
gas is also much denser than the initial minihalo, reaching values
of up to 10−21 cm−3 or n ≈ 103 cm−3, in the center of the cloud,
and even this density is probably only a lower limit set by the
resolution of our simulation. On the other hand, the cloud is
quite extended along the x-axis, with substantial differences in
velocity along the cylinder. Thus, it is continually stretched and
fragments until the end of the simulation at 14.7 Myr (row 3 in
Figure 8).

Figure 9 shows rendered density contours of the major stages
of evolution of the cloud from t = 0 through the end of the
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Figure 7. Initial evolution of the fiducial run, HBN, from t = 0 through t = tic the time the shock completely surrounds the cloud. Each row shows the conditions in
the central slice through the center of the simulation volume at times of 0 (top), 2.1 (second row), 4.2 (third row), and 6.6 Myr (bottom row). The first column shows
contours of the log of density from ρgas = 10−26 to 10−21 g cm−3, which corresponds to number densities from n ≈ 10−2 to 102, the second column shows contours
of the log of temperature from T = 10 to 108 K, and the third column shows contours of the log of the H2 mass fraction from XH2 = 10−8 to 10−1.
(A color version of this figure is available in the online journal.)

simulation. The first panel shows the initial configuration, with
the cloud in hydrostatic equilibrium, and the shock front entering
from the left side of the simulation volume. The next panel
shows the cloud after being impacted by the shock, highlighting
the density enhancement in the outer shell of the minihalo gas.
The bottom left panel shows the cloud as it begins to cool
and collapse, at a time at which the reverse shock has already
passed though the cloud and coolants are found throughout the
shocked, recombined material. Finally, the last panel shows the
distribution at the end of the simulation. The cloud has now
been stretched over a large distance and much of its mass has
been accelerated to above the escape velocity, moving outside
of the dark matter halo. The dense knots of this material in this
figure are tightly gravitationally bound, have number densities
approaching 103 cm−3, and are destined to form extremely
compact stellar clusters.

4.2. Stellar Clusters

While the collision happens on order of the shock crossing
time of the halo, the final distribution of the clumps evolves on
the longer timescale defined by Rvir/vc ≈ 100 Myr. To study
the final state of the stretched and collapsed distribution without
continuing the simulation out to such extremely long times, we
divided the x-axis into 100 evenly spaced bins between x =
0 kpc and x = 1.4 kpc. We then calculated the mass of each
bin by summing up the gas from each cell from the FLASH

simulation in a cylinder with a 24 pc radius and length of the
bin. Similarly, we calculated the initial velocity of each bin by
adding the momentum from each cell within this cylinder and
dividing by the total mass in each bin.

We evolved this distribution forward in time using a simple
numerical model, which assumed that motions were purely
along the x-axis and pressure was negligible at late times. In
this case, acceleration could be calculated directly from the
gravity between each pair of particles and from the potential of
the dark matter halo. Furthermore, if any given particle moved
past the particle in front of it, we merged them together, adding
their masses and calculating a new velocity from momentum
conservation.

Evolving the distribution in this way for an additional 200 Myr
past the end of the simulation yielded the results shown in
Figure 10. As the stretched cloud continues to move outward,
particles begin to attract each other, and eventually merge to-
gether to create larger clumps. By 100 Myr most of the particles
have merged, after which their motions are purely ballistic. This
can be seen in the top panel as the lines for the late times over-
lap each other and in the middle panel as the velocity profiles
overlap.

At the final time of 200 Myr after the end of the numerical
simulation, three small, stable clumps with masses of 5.0 ×
104 M⊙, 4.0 × 104 M⊙, and 3 × 104 M⊙ can be seen in the
top panel of Figure 10. Each of these new peaks is located far
outside of the original dark matter halo.
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Figure 8. Final evolution of the cloud from the propagation of the reverse shock across the cloud at t = 7.7 Myr (top row), to collapse at t = 11.8 Myr (center row),
to the end of the simulation at t = 14.7 Myr (bottom row). The panels have been cropped to show only the extended mass along the x-axis. Columns, values, and
contours are the same as in Figure 7.
(A color version of this figure is available in the online journal.)

Figure 9. Rendered density snapshots from the fiducial run, HBN. Colors show contours of log ρ from 10−27 to 10−21 cm−3. Top left panel: t = 0.0 Myr shows the
initial setup with the stationary minihalo and the shock entering on the left. Top right: t = 6.3 Myr shows the state of the cloud as the shock as it envelopes the cloud.
Bottom left: t = 9.4 Myr shows the cloud during collapse and cooling. Bottom right: t = 14.7 Myr shows the final state of the cloud as it is stretched. Dense clumps
can be seen in this panel, which we expect to become compact stellar clusters.
(A color version of this figure is available in the online journal.)
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Figure 10. Evolution of the cloud up to 200 Myr after the end of the simulation.
The x-axis in each panel is the cumulative mass in solar masses. The top panel
shows the mass of each particle, the middle panel shows their velocities, and
the bottom panel shows their positions. The solid green lines show the profile at
the end of the simulation tf = 14.7 Myr, the dotted blue lines show the profile
50 Myr later, the short-dashed cyan lines show the profile at tf + 100 Myr, the
dot-short dashed magenta lines show the profile at tf + 150 Myr, and finally
the short dash-long dashed red lines show the profile at tf + 200 Myr. As time
progresses we find that much of the material in the linear feature from Figure 8
merges together. Most of this merging is complete by 100 Myr after the end of
the simulation.
(A color version of this figure is available in the online journal.)

4.3. Case A versus Case B

At temperatures above 104 K, the primary source of cooling
is atomic lines from hydrogen and helium. Although we have
shown that for the primordial cloud, case B rates should be
used for both the chemical network and cooling functions,
Figure 11 shows a comparison between our fiducial run, HBN,
and a run in which reaction and cooling rates are taken for case
A recombination (HAN). The high temperature H–He cooling
curve is taken from Wiersma et al. (2009). The upper panels
show density contours and the bottom show contours of H2
abundance.

As expected, the case B simulation produces greater molec-
ular coolant abundance at similar overall densities. This differ-
ence can be seen in the lower two panels of the first column
of Figure 11 at 6.63 Myr. To remain in pressure support as the
cloud becomes denser from the shock, the cloud must get hotter.
However, because case A cools slightly faster, this support is
quickly removed and the cloud takes on a more extended shape
as evident in the first two columns of Figure 11. Although, by
14 Myr the abundance of molecular coolants are very similar
between HBN and HAN with each containing XH2 ≈ 10−2.5.

In both cases, the fate of the minihalo gas is the same.
Atomic cooling occurs sufficiently rapidly to sap the shock of
its energy and drop the post-shock temperature to ≈104 K, and
non-equilibrium processes step in to provide molecular coolants
below 104 K. The gas is then able to collapse and form into a
long dense filament within which clumps are formed. In fact, the
only substantial differences between the runs are the details of
the distributions of clumps, which is somewhat more extended
in the case A run as compared to the case B run.

Figure 11. Comparison between case A and case B cooling and chemistry rates. In this plot time varies across columns, moving from t = 6.6 Myr (left column), to
7.7 Myr (center column), to 14.0 Myr (right column). The upper two rows show the density in the central slice from the fiducial, case B run (HBN, top row), and the
case A run (HAN, second row), with log contours ranging from ρ = 10−26 to 10−21 g cm−3. The lower two rows show the H2 mass fraction in the fiducial run (third
row) and the case A run (bottom row). Here, the log H2 mass fraction contours range from XH2 = 10−8 to 10−1.
(A color version of this figure is available in the online journal.)
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Figure 12. Comparison between the fiducial run (HBN) and a run including a dissociating background (HBY) at three important stages of evolution. As in Figure 11,
from left to right the columns correspond to t = 6.6, 7.7, and 14.0 Myr. From top to bottom the rows represent log density contours in the fiducial run (row 1) and the
dissociating background run (row 2), contours of log H2 mass fraction in run HBN (row 3) and HBY (row 4), and contours of log temperature from run HBC (row 5)
and HBY (row 6). The limits of each panel are the same as in Figure 7. The addition of a background greatly reduces H2 but has almost no effect on the dynamics of
the interaction.
(A color version of this figure is available in the online journal.)

4.4. UV Background

A more uncertain aspect of our simulation is our assumption
of a negligible dissociating background. In fact, the presence
of at least a low level of dissociating background is necessary
in order for the minihalo not to collapse and form stars on its
own, cooling by H2 and HD left over from recombination. To set
an upper limit on the impact of such a background we modify
the rates in our chemical network to approximate a relatively
large dissociating background of J21 = 0.1, as discussed in
Section 2.1. Furthermore, as these rates are modified for all
reactions throughout the simulation, this background is taken to
affect even the densest regions of the cluster. This is equivalent
to assuming that the cloud is optically thin to 11.2–13.6 eV
photons at all times during the simulation.

Figure 12 shows the comparison between the run including
this background (HBY) and the fiducial run HBN. As expected,

the abundance of H2 is reduced in the case with the UV
background, peaking at about ≈10−4 instead of ≈10−2 in the run
without a background. Interestingly, this difference persists even
after a few megayears into the simulation, and the abundance of
the HPY run remains stable at about ≈10−4.

However, this value is more than sufficient to cool the gas
to the same temperature as in HBN. Even with this lower mass
fraction, the cooling time is smaller than the dynamical time,
and the evolution of the cloud remains essentially unchanged.
The cloud collapses and is stretched into the same configuration
as found without a background. Dense clouds are again found
between 0.2 and 0.4 kpc, at 0.55 kpc, and 0.9 kpc and the density
and temperature of each of these clouds is comparable to those
found in the fiducial without a background. By neglecting any
molecular self-shielding, this represents a worst case scenario
for H2, yet shock–minihalo interactions continue to make
compact stellar clusters.
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Figure 13. Impact of maximum levels of refinement. Rows 1 and 3 show the density and H2 contours, respectively, for the fiducial HBN while rows 2 and 4 show
contours of density and H2 for LBN. Contour levels are the same as in Figure 11. Time is given at the top of each panel, and proceeds from t = 6.6 Myr (left column)
to t = 7.7 Myr (center column) to 14.7 Myr (right column).
(A color version of this figure is available in the online journal.)

4.5. Resolution

Finally, we considered the impact of the maximum refinement
level on our results. Figure 13 compares the fiducial run with
six levels of refinement and an effective resolution of 4.55 pc
to a lower resolution run (LBN) with five maximum levels of
refinement and an effective resolution of 9.1 pc. Here, density is
shown in the upper two rows in each pair while the mass fraction
of H2 is shown in the bottom two rows.

Only a slight dependence on the formation for H2 is found
with resolution. This is most apparent in the second column,
corresponding to t = 7.7 Myr, which shows that the shocks
are slightly broadened in the lower resolution case. Since both
chemical reactions and cooling go as n2, this smearing out has
the effect of slightly decreasing H2 formation and cooling in the
lower resolution run. However, enough H2 is produced in both
cases for the cloud to collapse efficiently, and evolve in the same
manner up until late times, when the difference in H2 abundance
is small.

Furthermore, we also conducted similar resolution stud-
ies using case A recombination, and also modifying
chemistry and cooling to account for the presence of a disso-
ciating UV background. Again comparisons between the high-
resolution runs (HAN and HBY) with the low-resolution runs
(LAN and LBY) uncovered only weak differences with resolu-
tion. Compact stellar clusters were formed in all cases.

4.6. Source of Halo Globular Clusters?

If indeed shock–minihalo interactions lead to massive clusters
of stars, the longest-lived stars in these objects will remain ob-
servable down to low redshift, providing a direct observational
constraint on our results. Furthermore, the clusters formed in
our simulations are extremely compact, and thus unlikely to
be tidally disrupted as they eventually become gravitationally
bound to the even larger structures that form over cosmologi-
cal time. As discussed in Scannapieco et al. (2004), the most
natural candidate for these old and dense stellar clusters is the
population of metal-poor globular clusters, associated with the
halos of galaxies (e.g., Zinn 1985; Ashman & Bird 1993; Larsen
et al. 2001; Strader et al. 2005; Brodie & Strader 2006).

There are several detailed properties of the clusters in our
simulations that support this association. Halo globular clusters,
like the more metal-rich (disk) globular clusters, are extremely
compact, with typical half-light radii of ≈3 pc (e.g., Jordán
et al. 2005). Unlike higher-metallicity globular clusters, how-
ever, which may have mostly formed at intermediate redshifts
(Elmegreen 2010) the age of all metal-poor globular clusters is
between 10 and 13 Gyr, placing their formation within or before
reionization, during the epoch in which minihalos had not yet
been evaporated by ionization fronts.

While globular clusters exits at a range of masses, their mass
distribution is well described by a Gaussian in log10(Mgc) with a
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Figure 10. Evolution of the cloud up to 200 Myr after the end of the simulation.
The x-axis in each panel is the cumulative mass in solar masses. The top panel
shows the mass of each particle, the middle panel shows their velocities, and
the bottom panel shows their positions. The solid green lines show the profile at
the end of the simulation tf = 14.7 Myr, the dotted blue lines show the profile
50 Myr later, the short-dashed cyan lines show the profile at tf + 100 Myr, the
dot-short dashed magenta lines show the profile at tf + 150 Myr, and finally
the short dash-long dashed red lines show the profile at tf + 200 Myr. As time
progresses we find that much of the material in the linear feature from Figure 8
merges together. Most of this merging is complete by 100 Myr after the end of
the simulation.
(A color version of this figure is available in the online journal.)

4.3. Case A versus Case B

At temperatures above 104 K, the primary source of cooling
is atomic lines from hydrogen and helium. Although we have
shown that for the primordial cloud, case B rates should be
used for both the chemical network and cooling functions,
Figure 11 shows a comparison between our fiducial run, HBN,
and a run in which reaction and cooling rates are taken for case
A recombination (HAN). The high temperature H–He cooling
curve is taken from Wiersma et al. (2009). The upper panels
show density contours and the bottom show contours of H2
abundance.

As expected, the case B simulation produces greater molec-
ular coolant abundance at similar overall densities. This differ-
ence can be seen in the lower two panels of the first column
of Figure 11 at 6.63 Myr. To remain in pressure support as the
cloud becomes denser from the shock, the cloud must get hotter.
However, because case A cools slightly faster, this support is
quickly removed and the cloud takes on a more extended shape
as evident in the first two columns of Figure 11. Although, by
14 Myr the abundance of molecular coolants are very similar
between HBN and HAN with each containing XH2 ≈ 10−2.5.

In both cases, the fate of the minihalo gas is the same.
Atomic cooling occurs sufficiently rapidly to sap the shock of
its energy and drop the post-shock temperature to ≈104 K, and
non-equilibrium processes step in to provide molecular coolants
below 104 K. The gas is then able to collapse and form into a
long dense filament within which clumps are formed. In fact, the
only substantial differences between the runs are the details of
the distributions of clumps, which is somewhat more extended
in the case A run as compared to the case B run.

Figure 11. Comparison between case A and case B cooling and chemistry rates. In this plot time varies across columns, moving from t = 6.6 Myr (left column), to
7.7 Myr (center column), to 14.0 Myr (right column). The upper two rows show the density in the central slice from the fiducial, case B run (HBN, top row), and the
case A run (HAN, second row), with log contours ranging from ρ = 10−26 to 10−21 g cm−3. The lower two rows show the H2 mass fraction in the fiducial run (third
row) and the case A run (bottom row). Here, the log H2 mass fraction contours range from XH2 = 10−8 to 10−1.
(A color version of this figure is available in the online journal.)


